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ABSTRACT

This paper describes a dynamic framework for an atmospheric general circulation spectral model in which
a reference stratified atmospheric temperature and a reference surface pressure are introduced into the
governing equations so as to improve the calculation of the pressure gradient force and gradients of surface
pressure and temperature. The vertical profile of the reference atmospheric temperature approximately
corresponds to that of the U.S. midlatitude standard atmosphere within the troposphere and stratosphere,
and the reference surface pressure is a function of surface terrain geopotential and is close to the observed
mean surface pressure. Prognostic variables for the temperature and surface pressure are replaced by their
perturbations from the prescribed references. The numerical algorithms of the explicit time difference
scheme for vorticity and the semi-implicit time difference scheme for divergence, perturbation temperature,
and perturbation surface pressure equation are given in detail. The modified numerical framework is
implemented in the Community Atmosphere Model version 3 (CAM3) developed at the National Center
for Atmospheric Research (NCAR) to test its validation and impact on simulated climate. Both the original
and the modified models are run with the same spectral resolution (T42), the same physical parameteriza-
tions, and the same boundary conditions corresponding to the observed monthly mean sea surface tem-
perature and sea ice concentration from 1971 to 2000. This permits one to evaluate the performance of the
new dynamic framework compared to the commonly used one. Results show that there is a general
improvement for the simulated climate at regional and global scales, especially for temperature and wind.
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1. Introduction

In terrain-following o coordinates or pressure-based
terrain-following hybrid n coordinates, the horizontal
pressure gradient force (PGF) in the momentum equa-
tions appears in the form of two large terms. One in-
volves the gradient of pressure along a constant o sur-
face; the other, the gradient of geopotential height.
Near steep topography these terms are large, compa-
rable in magnitude, and opposite in sign. Therefore, a
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small error in computing either term near steep topog-
raphy can result in a large error in the total PGF.

A number of methods have been proposed to reduce
the error in computing PGF in atmospheric general cir-
culation simulation when using o coordinates (e.g.,
Gary 1973; Janji¢ 1977; Arakawa and Suarez 1983;
Mahrer 1984; Mesinger and Janji¢ 1985; Michailovi¢
and Janji¢ 1986; Janji¢ and Janji¢ 1993; Lin 1997, 1998;
Janji¢ 1998). For example, Corby et al. (1972) and Sim-
mons and Burridge (1981) developed a vertical finite
difference scheme for the hydrostatic equation in which
the pressure gradient is exact when the temperature is
a linear function of the natural logarithm of pressure.
Following Corby et al. (1972) and Simmons and Burr-
idge (1981), Arakawa and Suarez (1983) derived a fam-
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ily of numerical schemes for the atmospheric primitive
equations in o coordinates in which the pressure gradi-
ent is exact for certain atmospheres. Using a different
approach, Gary (1973) showed that the size of the two
terms in the pressure gradient in o coordinates is re-
duced, and the truncation error therefore reduced, if a
horizontally uniform reference state density field, and
its associated hydrostatic pressure field, is removed be-
fore computing the individual pressure gradient terms.
Gary’s results were confirmed by the work of Johnson
and Uccellini (1983), who found that the pressure gra-
dient error in the case of a stratified flow over an iso-
lated mountain was reduced by a factor of 4 when an
adiabatic reference state was removed from the hydro-
static equation.

It was commonly believed that the pressure gradient
force errors in o-coordinate spectral models were small
or unimportant (Simmons 1987). But, the work of
Janji¢ (1989) assessed the order of magnitude of the
pressure gradient force errors in o-coordinate spectral
models in the case of small-scale mountains and showed
that the errors of the spectral method can be large and
the spectral pressure gradient force errors are, in a root-
mean-square sense, larger than those of the finite-
difference method. Chen et al. (1987) demonstrated
that the truncated spectral errors could be large enough
to deform the atmospheric flow. By introducing the
reference atmosphere (both temperature and geopo-
tential height) suggested by Zeng (1963) into the adia-
batic spectral model of the European Centre for Me-
dium-Range Weather Forecasts (ECMWF) and remov-
ing it from the hydrostatic equation, Chen et al. (1987)
could efficiently reduce the truncated spectral errors,
Gibbs waves, and negative topography. Furthermore,
Chen and Simmons (1989) also used the hydrostatic
extraction of a reference atmosphere in the operational
medium-range prediction model, which improved mean
statistical scores for 1000-200-hPa height 10-day fore-
casts over the globe. This significantly improved fore-
casts in Southern Hemisphere (Chen and Simmons 1989;
Simmons and Chen 1991). Sheng et al. (1992) introduced
a modified reference atmosphere scheme [designed by
Zhang et al. (1990) on the basis of the work of Zeng
(1963) and Zeng et al. (1989)] into the Bureau of Me-
teorology Research Centre’s (BMRC’s) global spectral
model. The 5-day forecasts demonstrate a positive ef-
fect of the hydrostatic extraction scheme, particularly at
upper levels over the tropics and Antarctic region.

Apart from error in computing the PGF near steep
topography, the model errors could also be caused by
vertical discretization. Sundqvist (1975, 1976) distin-
guished between truncation errors due to horizontal
differencing and vertical differencing, and showed that
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the most significant errors are produced by sharp tem-
perature inversions such as those that occur at the
tropopause. In fact, the commonly used prognostic
equations of atmospheric vorticity, divergence, tem-
perature, and surface pressure for spectral atmospheric
models in o or hybrid n coordinates include four terms
VZ(¢), T/dp, VT, and V(Inp,), where ¢ is geopotential
height, T temperature, p, surface pressure, and V? is the
horizontal diffusion operator. These terms may have a
large computing error near steep topography or at al-
titudes with high-order discontinuous temperature re-
lated to pressure, such as at the tropopause.

Although the advantage of introducing a “standard
atmosphere” to improve weather forecast is evident [as
in the above references, or in other similar works such
as Wu et al. (1996), Dong et al. (2001), and Wu et al.
(2003)], there is, to our knowledge, no complete work
reporting the impact on long-term climate simulations.

The purpose of this work is (i) to pursue the general
approach proposed in earlier works, (ii) to suggest and
introduce a new particular reference atmospheric tem-
perature and geopotential, as well as a reference sur-
face pressure for atmospheric spectral models, so as to
reduce the truncation errors caused by steep topogra-
phy and vertical discretization, and (iii) to explore its
validity for climate simulations.

The outline of the paper is as follows: A set of modi-
fied atmospheric governing equations for the National
Center for Atmospheric Research (NCAR) Commu-
nity Atmosphere Model version 3 (CAM3) are de-
scribed in section 2. Section 3 gives the details of time
differencing and the vertical finite difference scheme,
which originate from the Eulerian dynamic core in
CAMS3 described by Collins et al. (2004). To evaluate
its performance compared to the original dynamic, the
modified spectral dynamic framework is implemented
in CAM3 in place of the original Eulerian dynamic core
without modifying the model physics. The dynamic-
modified CAM3 is referred to as CAM3D in this work.
Validation for CAM3D is presented in section 4, and
section 5 is a summary and discussion.

2. Governing equations

In the vertical, a general pressure-based terrain-
following m(p, p,) coordinates (Simmons and Burridge
1981; Simmons and Striifing 1981) for which upper-
level model surfaces flatten over steep terrain is used.
Usually one employs the explicit relationship between
full-level or half-level pressure p and the surface pres-
sure p, to determine a vertical coordinate n implicitly;
that is,

P\, @, m) = A(m)py + B(mp(A, @), 1)
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FI1G. 1. The vertical profile of the reference atmospheric temperature (K) (hollow points) (a) as used in
this paper and (b) as suggested by Zeng (1963) [i.e., the expression (60) in this paper], together with the U.S.
midlatitude standard atmospheric temperature (solid points).

where p, is a constant and A(n) and B(mn) must be de-
fined so that 1(0, p,) = 0 and n(p,, p,) = 1.

The horizontal momentum equations may be written
as

du N uv RT, olnp N 1 dd
dt fo a tang acose JA a cosg I\

+ F,+ H, and 2
dv uu RT,0lnp 10¢ CF o4
dr fu a tane de  adgp v v

©)
where
d d d d d

d_t:8_t+uacoscpa)\+vﬁp+ ﬂ%-

Here f is the Coriolis parameter, ¢ time, ¢ latitude, A
longitude, a the mean radius of the earth, R the gas
constant for dry air; 7 the vertical velocity in m coordi-
nates; # and v are the zonal and meridional wind com-
ponents respectively, and ¢ the geopotential height; T,
is the virtual temperature, given by 7, = [1 + (R,/R —
1)q]T, where T is temperature, g specific humidity, and
R, the gas constant for water vapor. Terms H and F
represent the sources and sinks due to horizontal and
vertical diffusion of momentum, respectively.

We define a stratified reference atmospheric tem-
perature T(p), which is derived from the vertical profile
of U.S. midlatitude standard atmospheric temperature
using a nonlinear regression as follows:

T(p) = plag + bye™™™), )
where a; = 0.09923 K mb ™!, b, = 247.7874 K mb ™!,
and ¢, = —1.0385. As shown in Fig. la, the vertical
profile T(p) is close to that of the U.S. midlatitude
standard atmosphere.

~ Now, a reference atmospheric geopotential height
¢&(p) can be deduced as

br elten ln(P/Ps()):l
b

(p) = —R[ar(p —P) F T oy

®)
where p,, is constant and may be set to 1013 hPa. It is
clear that the hydrostatic balance holds:
ad
alnp ©)
p
The ¢, T, and T, perturbations from T(p) or ¢(p) are
defined as follows:

—RT.

T\ @, m) =T(p) + T\, ¢, M), 7
T\, ¢,m)=T(p) + T'(\, ¢,m), and (8)
S\, @, M) = P(p) + ¢'(A, @, m). )
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The hydrostatic equation is

a¢
d Inp

= —RT,

v

(10)

Thus, the pressure gradient force in the momentum
equations (2) and (3) can be rewritten as

1 1 [ad d In(p) _1 1
a cosg a)\+ v o9 | acose
ad , 9In(p)
x[a)\ RT), ox , and
11)
1[0 dIn 1[ao¢’ al
A B e e
alde v dp al Jp v dp
(12)

It is clear that the size of the two terms in the PGF and
the truncation error could be decreased using the ex-
pression on the rhs of Egs. (11) and (12). The momen-
tum Egs. (2) and (3) may be rewritten as

du uv RT, oln 1 a9’
o = fv T tane - [ > (p)+ i]

d acosge dN  acose I

+ F,+ H, and (13)
dv uu RT,dIn(p) 1a¢’
dt—‘f“‘—ta“@—[ i ade

+ F,+ H, (14)

To apply the spectral method, the prognostic equations
for horizontal winds are commonly replaced by those of
relative vorticity ¢ and divergence D. Thus,

o1 ap) o) s
ot al —p2) N a op ¢ 15
oD 1 P, 1o, VAE 4 4N 4 H
I gl — u?) A a op ( ¢) D

(16)
where
_ 1 v
g_acos<p oA dop (UCOS¢)
B 1 Gu
" acose 8)\ (UCOW)
an T, 6ln(p)
= +HV - M om ap_Ra X w
B ap oV T, cose d In(p)
Pu= —@HNU =g = R =
+F,
p = sin(¢p),
(U, V) = (u,v) cos(¢),
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and
E =+

The spherical horizontal Laplacian operator V? is de-
noted by

v? ! i + ’ ’ 17)
= cos cosep— | |.
a* cos’p oAz ®oe $oe

When the streamfunction ¢y and velocity potential x are
introduced,

U=aan™ @ 18
Loy (1 —p?) ayx
V_a8A+ a ou’ (19)

where ¢ and yx are, respectively,
{=V*, (20)
D = Vy. (21)
With the aid of Egs. (6), (7), (9) and (10), the pertur-
bation geopotential ¢’ is determined by
ad’
d Inp

and

= —RT.. (22)
This means that there exists a hydrostatic balance be-
tween ¢’ and T,

The thermodynamic equation may be written as

a R ovm+F
dr c* vp Q roor

where Q represents the sources and sinks from the pa-
rameterization for temperature including the radiative
and convective heating, H; and F; represent the hori-
zontal and vertical diffusion of temperature, and w is
the pressure vertical velocity. On the assumption in Eq.
(8), we have

ar dT(p) N ar' dT(p) N a1’

dt  dt dt  dp dt
so the prognostic equation of perturbation 7' may be
deduced as

oT' 1 [c’)(T’U)
B I\

(23)

(24)

aT'V)
ou

= +(1 - u? ]+T’D

ot a cos’e

_8p6T’+RTw o +Q+Fp+H
nanap C;,k vp apw Q T T
(25)

The continuity equation in m coordinates is given by

a (dp ap ) ap
6n<6t>+v'<van>+6n(n n) 0 29
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F1G. 2. Global distribution of the (top) reference surface pressure p; and (bottom) annual mean surface
pressure for the 1971-2000 NCEP reanalyses. Contour increment is 50 hPa.

where V = (u, v) the vertical velocity 7 is computed
from

dp 3 ap ()
Ton ™ ot

(me)

V-V o d 27

om ) 4 27

with the boundary conditions 7 = 0 at n = 7, the top

level of the model. Then the surface pressure p; ten-
dency may be deduced as

ap, J(n) ( 3[7)
== V-V |dn, 28
ot (my) 67] " ( )

and the pressure vertical velocity w is given by

ap
<V . V%> danm.

In practice, the prognostic solutions may present ex-
cessive noises caused by dp,/dt and Vp,. The prognostic
equations including dp,/dt, p,, and Vp, are commonly
replaced by those for 9 Inp,/dt, Inp,, and V(Inp,) (e.g.,
Roeckner et al. 2003; Collins et al. 2004). To reduce the

(n)
w=VVp — f (29)

(0
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truncation error of V(Inp,), especially near steep topog-
raphy, we introduce a reference surface pressure p; so
that

s

M=In(p,) = —
n(p,) RT.

+ In(pyo), (30)

where ¢, is the model surface geopotential, T}, a con-
stant (273 K in this work), and p,, a reference sea level
pressure (1000 hPa). As shown in Fig. 2, the pattern of
global distribution of p; resembles that of the observed
annual mean surface pressure from the 1961-2000 Na-
tional Centers for Environmental Prediction (NCEP)
reanalyses.
Now, we define the perturbation surface pressure
IT" as
I, @) =11, @) + T1'(A, @), (1)

where Il = In(p,). Then the prognostic equation (28)
for surface pressure is rewritten as

o1 M B op 1 (r
—ZJ V'V(H+H')d< >——f Ddp.
ot (n0) s/ PsJpemy

(32)

Thus, the vertical velocity w in pressure coordinates
and 7 in hybrid coordinates are rewritten as

_op
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) 9 (1) o ) p(1)
v‘;—p=—pU pSV-V(H+H’)d<—p>+J' de]
an - 9ps () Py py)
(n) o ap p(m)
- pV-VII+ 1) d| — | + Ddp |,
(m0) ap‘ p(my)
(34)

where VII is a large term relative to VII’ and does not
change with time.

To complete the governing equation, we recall that
the prognostic equation for specific humidity g is un-
changed and may be written as

dq
dt
where S denotes the source and sink of moisture in-

cluding convective condensation and diffusion of water
vapor.

S, (35)

3. The time differencing scheme

A semi-implicit time scheme is used for the diver-
gence equation (16), the perturbation temperature
equation (25), and the perturbation surface pressure
equation (32), and an explicit time integration scheme
is used for the vorticity equation (15). The linear parts
of those terms related to gravitational waves are treated
implicitly and the remaining nonlinear parts are treated
explicitly. To linearize the gravitational wave terms, a

w=7 pV - V(I +1I") reference state for temperature 77(m) and pressure
Ps p’(m) is introduced. For simplification, 77(n) is set to
m . ap p) 300 K for all m, and p"(n) = A(n)py + B(n)pL, in which
- pV - VUL +1I') d( op ) - Ddp ps = 1000 hPa. Following the derivation given in the
) * P appendix, if there is no horizontal diffusion source, the
(33) time integrations may be written as
=t 1 APy 1Py 6
2At a1l —pd) A a ap (36)
Q}’Hrl _ anl 1 6(52) 1 a(ﬁ V2 ., . br . Vz (Hr)nfl + (H/)n+1 . .
W el o Taan V@I RE ) 5 - )
T/)nfl + (T/)n+l
- RH,V2[< - (@) (37)
(L/)n+l _ (L/)nfl 1 a(TrU)n 5 a(T/V)n ., , QnJrl + anl .,
2A¢ T 4cosPpl oA A=) o |7 Fo-K 2 D (38)
(H/)n+l _ (H/)nfl 1 o ., T o anl + Qn+l ., 1 .
== A0 Ap" + (V)[VIL+ VAU)"]pfAB} = | ————— = D" | — Ap', (39)
2At T = 2 o =
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where the underbar represents a column vector in the
vertical direction. The vector b” is taken as

v

s’
Trp_r pr)’
P ps
and vector ¢’ is the vertical differencing integral of the
following expression:

(40)

rray [ aT(p") a
"= J [ (Pr) ,Dr ]dlnp 41)
p'apy L 0P 9ps
So, the components c}; of ¢” may be expressed as
% _
, L 9T(pHap"
Crt = 2 Hkl|: r L A Ps | (42)
i=k ap- dps

where K is the total vertical model layers numbered
from top to bottom, and

Apipr, 1>k
Hiy = \Api/2p)), =k, (43)
0, [ <k, and
in which Ap; = piiip — Pk—1 and Hj, are the com-

ponents of matrix H". Also, K" is a matrix with compo-
nents K

WU ET
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(K)/ — A r(R TI‘ r aT) [(TV r)
ki D c, K ik opt 2Mp7 k
- (TZ—l - kal)](sklﬂ - Bkﬂ/g)
+ 22— Tr) — (Th— T
2A - k+1 k+1 k k
X (&x; = Brr1r2), (44)
where
1pj, [>k,
Cu= , _ (45)
1/(2pl)a [ = k’
and
1, =k,
o, 1>k (46)
In Eq. (37),
K
b= &'y + R D Hy(T), (47)
=1
where
d =1 = bs(A, 0) — d(py). (48)

The elements of vectors Py, Py, E", F{), and w at levels
and #dp/om at half-levels above are respectively ex-

pressed as

(P = G+ Ve~ 53 [(na—p) (Uper = U + ( a”) (U, - Ukl)]
ZAP M/ k12 377 k=172
ap 1 (oIl oIl
R(T ,)k<p ap. ) Ps, (m + K) + (Fu)eo (49)
(P = = (& + NHU — | [(na—p> Vi1 = Vi) + <n<3_p> Vi = Vkl):l
v 2AP M/ k12 M/ k-1
1 ap cosep (oIl oIl
(T)k<;£> ps—, (@ + W) T (Fy) (50)
Ep = ()’ + (v), (51)
pore(ro B2 T n) (2T (2T 1/
< Yp dp k oM Ip Jxr1n M op Jr—1n
(52)
) 1 dp x
(;)k (p ap. ) V, - p(VII + VII') — E C.[D,Ap, + V,- p(VII + VII')AB|], (53)

and

K

k

ap _ .
<vv —) = Bro1n 2, [DiAp; + V, - p (VI + VII)AB,] — >, [D/Ap, + V, - p(VII + VII)AB]].  (54)
k+1/2 =1 =1

an
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Following the description by Collins et al. (2004),
when the model dynamic includes horizontal diffusion
processes, the prognostic equations are given by

v .
EYie dyn(¥) — (71)’K(2’>V$”\P (55)
for { and D and
aT’ AN aT' ap
_ N 1\ (20) 21 "no_ -
o =dyn(T") = (~D'K {WT )= P
X [foﬁ + fo(l'[’)]} (56)

for 7' (but Tin CAM3), where i = 1 or 2. The notation
dyn for ¢, D, and T’ represents the finite difference in
(36)—(38), respectively. The time-split forms of Egs.
(55) and (56) are identical to those in CAM3 [Egs.
(2.85)-(3.92) in Collins et al. (2004)] and are thus omit-
ted.

In summary, our modified Eulerian dynamic core dif-
fers from the original one of CAM3 in terms of the
prognostic equations for vorticity, divergence, tempera-
ture, and surface pressure. The rest of the CAM3
model, however, is unchanged, as described in Collins
et al. (2004): the spectral transform method for treating
the dry dynamics, the harmonic V2 horizontal diffusion
operator (top three model levels), the biharmonic V*
horizontal diffusion operator (other model levels), the
semi-Lagrangian advection transport scheme for water
vapor as well as tracers, the recursive time filter, and
the three-time-level “process split” coupling manner in-
cluding dynamical process and physical parameteriza-
tion.

4. Performance of the modified dynamic core in
climate simulations

CAM3 and CAM3D have the same model physics
(cf. Collins et al. 2004) but different Eulerian dynamical
cores. The 31-yr simulations of CAM3 and CAM3D at
T42 resolution with the forcing of 1970-2000 monthly-
mean global Hadley Centre Sea Ice and Sea Surface
Temperature (HadISST) (Rayner et al. 2003) are per-
formed for comparison with observations. The modi-
fied dynamics may directly cause variations of tempera-
ture and wind that influence the atmospheric circula-
tion and even the transport of water vapor. Thus,
climate fields such as the vertical structure of tempera-
ture, specific humidity, and zonal wind averaged for the
last 30 years are inspected to evaluate the performance
of the modified dynamical core. The primary source of
validation data is the 40-yr ECMWF Re-Analysis (ERA-
40) archive (see http://www.ecmwf.int/publications and
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http://www.ecmwf.int/research/era). In particular, we
use of the monthly-mean ERA-40 data available for the
same period of model simulations (1971-2000). Sea-
sonal-mean climatologies were regridded to T42 spec-
tral resolution for comparison to the model-generated,
pressure-interpolated fields.

a. Vertical profile of temperature

Figures 3a,b and 3c,d show the seasonal December—
February (DJF) and June-August (JJA) zonal averages
of temperature differences between CAM3 and ERA-
40 and the differences between CAM3D and CAM3 for
the period of 1971-2000. Overall, both CAM3 and
CAM3D do a relatively good job of reproducing the
analyzed thermal structure of the atmosphere. There
are similar vertical structures of simulation biases in
CAM3 and CAM3D (omitted). Almost all tropospheric
temperatures are colder than the reanalyses. The
CAM3 simulated temperatures are within 1-3 K cold
bias relative to ERA-40 reanalyses for most of the do-
main equatorward of 50°N and 50°S below 70 hPa, ex-
cept for a weak warm bias in the low to middle portion
of the tropical troposphere in both hemispheres during
DJF and only limited in the Northern Hemisphere
(NH) during JJA. Larger cold biases produced by
CAM3 and CAM3D are all near the tropopause. The
maximum cold bias from CAM3 is near 200 hPa south-
ward of 60°S and northward of 60°N, with the coldest
bias near the South Pole of 15 K during DJF and 6-9 K
during JJA and near the North Pole of 6 K during DJF
and 10-12 K during JJA.

During the period of 1971-2000, the averaged tem-
perature bias in CAM3 is slightly reduced in CAM3D
(Figs. 3b and 3d). This is particularly true in the first
10-yr period of 1971-80 (not shown). During DJF, as
shown in Fig. 3b, the positive temperature difference
with respect to CAM3 covers a large region spanning
the high-latitude upper troposphere and the strato-
sphere, especially above 250 hPa in both the hemi-
spheres. The temperature climatology from CAM3D is
greater than that from CAM3 by 0.2-0.6 K for the pe-
riod 1971-2000 and the negative temperature differ-
ence covers the middle and lower troposphere below
250 hPa in the tropics and subtropics of both the hemi-
spheres where the simulated temperature climatology
in CAM3D is slightly colder than that in CAM3 by
0.2-0.4 K. The warm biases in the polar lower tropo-
sphere in both hemispheres for CAM3 (Fig. 3a) are
reduced by 0.2-0.8 K in CAM3D, and the warm biases
in the tropical and midlatitude stratosphere are also
slightly weakened in CAM3D (Fig. 3b). The area where
the improvement of simulated temperature has high
statistical significance at a level of 90% or greater is
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Fi1G. 3. Zonal-mean temperature differences between CAM3 and ERA-40 for (a) DJF and (c) JJA and between CAM3D and CAM3
for (b) DJF and (d) JJA, averaged for 1971-2000. Intervals are 1.5 K in (a) and (c) and 0.2 K in (b) and (d); dashed lines denote negative
values. Shaded areas in (b) and (d) indicate where the ¢ test is significant at the 90% level.

distributed mainly in the middle and lower troposphere
of both hemispheres.

Improvement in temperature also occurs in boreal
summer. As shown in Fig. 3d, the positive temperature
differences between CAM3D and CAM3, with 0.4-0.6
K in the middle and upper troposphere and strato-
sphere poleward of 40°S and 0.2-0.4 K in the middle
and lower troposphere north of 40°N, imply that the
cold biases in CAM3 in contrast to ERA climatology
(Fig. 3c) are reduced. The simulated warm biases over
the northern subtropical troposphere and the high-
latitude and tropical stratosphere by CAM3 are slightly

improved by the negative temperature differences be-
tween CAM3D and CAM3. Poleward of 70°S, the
warm temperature bias over the lower troposphere in
CAM3 is also reduced in CAM3D, and there is a nega-
tive temperature difference of about 1 K.

Although the cold bias in the tropopause in CAM3 is
reduced in CAM3D, it is still remarkable in CAM3D.
This large systematic error may be partly related to an
improper treatment of the interaction between the tro-
posphere and stratosphere. As shown in Figs. 3a and 3c,
the stratospheric temperatures above 70 hPa are
warmer than the reanalyses. The difficulty in properly
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simulating polar tropopause temperature still remains a
long-standing documented problem for many AGCMs
(Boer et al. 1992).

b. Vertical structure of the zonal wind

The large-scale wind is closely linked to the tempera-
ture and pressure structures in the atmosphere. The
zonal wind has traditionally been one of the fundamen-
tal climate variables. Figures 4a and 4c show the DJF
and JJA zonal average differences of zonal winds for
the period 1971-2000 in CAM3 from the ERA-40 re-
analysis climatology. Overall, the zonal wind vertical
structure is well simulated by both CAM3 and CAM3D.

During DJF, as shown in Fig. 4a, the zonally aver-
aged westerlies in middle latitudes of both hemispheres
between 35° and 55° latitude in CAM3 are stronger
than the reanalyses by a few meters per second, with a
larger westerly bias evidently over the Southern Hemi-
sphere (SH). Poleward from 55° latitude there are
slight easterly wind biases by 2 ms™'. In tropical lati-
tudes, the tropospheric easterlies are much stronger
(24 ms™!) than the reanalyses and larger biases occur
in the northern tropics with a maximum up to —4 ms™*
between 200 and 850 hPa. In the SH stratosphere above
100 hPa, the largest biases are near 50 hPa over the
tropics with an easterly wind bias of 2-4 m s~! and over
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the middle to high latitudes with a westerly wind bias of
8 ms~!. Although the simulated wind in the NH strato-
sphere poleward of 40°N has a westerly wind bias with
respect to the ERA-40 reanalyses, the magnitude of the
bias is clearly smaller than its counterpart in the SH
stratosphere. In CAM3D, the spatial structure of zonal
wind bias (omitted) resembles that in CAM3, that is,
easterly bias in the tropics, westerly bias in midlati-
tudes, and an easterly bias poleward of 60°S and 60°N.
Nevertheless, the CAM3D zonal wind biases in the tro-
posphere are still slightly reduced with respect to those
in CAM3. As shown in Fig. 4b, which shows the differ-
ence between CAM3D and ERA40 climatology aver-
aged for the period 1971-2000, the improvement is
displayed by the easterly wind difference between
CAM3D and CAM3 over 20°-50°N and 30°-50°S, in-
dicates that the stronger midlatitude westerly wind in
CAMS3 is decreased in CAM3D, and the tropospheric
westerly wind difference poleward of 50°N and be-
tween 50° and 75°S indicates that the polar easterly
wind bias in CAM3 is also reduced in CAM3D. The
small westerly wind difference in the subtropics and the
easterly wind difference at the equator still show a
slight improvement of the zonal wind simulation at
lower latitudes in CAM3D. But southward of 50°S over
the stratosphere above 100 hPa, the zonal wind simu-
lation averaged for the period 1971-2000 is particularly
worse in CAM3D.

During JJA, the CAM3 biases in contrast to obser-
vations are similar to those during DJF, such as biases
of westerly wind in the midlatitudes, easterly wind in
the tropics, and easterly wind in higher latitudes. The
strongest westerly and easterly wind biases are all lo-
cated in the upper troposphere above 300 hPa and the
lower stratosphere below 70 hPa. In addition, the biases
in the NH are obviously stronger than those during
DJF. As for CAM3D, the improvement in tropospheric
zonal wind is in the region 70°S-70°N since the differ-
ences between CAM3D and CAM3 are nearly opposite
in sign to those between CAM3 and ERA-40. The bias
in CAM3D is slightly reduced by 0.4-1.0 m s " for the
period 1971-2000. The regions where improvement of
the simulated zonal wind has high statistical signifi-
cance at a level of 90% or greater is still distributed
mainly in the middle and lower troposphere of both
hemispheres, especially in the southern subtropics. In
the southern polar region, however, the zonal wind bias
in CAM3D is worse than that in CAM3.

c¢. Vertical structure of the specific humidity

Water vapor and temperature are the two state vari-
ables that jointly define the moist static stability of the
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atmosphere. The ability of a model to properly simulate
the vertical distribution of water vapor is strongly con-
strained by the biases in the simulated temperature
structure. The improvements in temperature and wind
also induce a reduction of the simulated moisture bias.

Figures 5a and 5c show the CAM3 simulated DJF
and JJA zonally averaged difference of the specific hu-
midity from the ERA-40 reanalysis climatology, respec-
tively. During DJF, the zonally averaged biases show a
simulated atmosphere that is wetter than the ERA-40
analysis throughout most of the troposphere, especially
in the northern tropics and subtropics. The main excep-
tion is a dry bias in the domain of the lower troposphere
below 700 hPa between 40°S and 10°N, with the maxi-
mum exceeding 1.5 g kg~ ! near 850 hPa at 12°S. The
vertical distribution of the global zonal-mean specific
humidity bias in CAM3D from the reanalyses clearly
resembles that in CAM3 (omitted). However, the im-
provement of the southern tropical dry bias in CAM3D
is still visible from the difference with respect to CAM3
simulation (Fig. 6b) since there is a large region of in-
creased moisture between 40°S and 10°N below 700
hPa with the maximum about 0.1 g kg~' (except for a
moisture decrease between 700 hPa and 800 hPa and
between 25° and 5°S). In addition, the wet bias near the
surface between 15° and 50°N in CAM3 is also reduced
in CAM3D.

During JJA, the southern tropical dry bias seasonally
moves northward and spreads. The region of this dry
bias covers the lower troposphere below 700 hPa be-
tween 20°S and 60°N with the wettest bias 1.8 g kg ™*
near 5°N (Fig. 5¢). However, the water vapor in the
middle troposphere between 400 and 700 hPa over the
northern tropics and subtropics and poleward of 30°S
still maintains a wet bias compared to the ERA-40 re-
analyses. These biases are partly reduced in CAM3D.
As shown in Fig. 5d, the CAM3D simulated a positive
water vapor difference over the lower troposphere be-
low 850 hPa at the equator and in the tropics between
10°S and 15°N, in contrast to CAM3, and the negative
differences near the surface in the subtropics of both
hemispheres and in the middle troposphere between
400 and 600 hPa over the zone of 10°-40°N display
some improvements in CAM3D.

d. The 200-hPa height field

The performance of CAM3D can be quantified
through a skill score for climate models based on the
fidelity of the climatologically averaged 200-mb height
field (Williamson 1995). This method has been used to
evaluate community climate models (CCMs) (Kiehl et
al. 1998) and community atmosphere models (CAMs)
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(Collins et al. 2006). The score is a function of the
height z,, produced by the model and the height z,
from the ERA-40 reanalysis, and is given by the nor-
malized mean square error (NMSE):

NMSE(z,,) = (2, = 2220 — Za), (57)

where an overbar denotes an area average over the
domain of interest. A perfect score of 0 indicates that
the model is able to reproduce the exact 200-hPa height
field in the analysis. The NMSE can be rewritten as a
sum of three nonnegative terms:

NMSE(z,,) = U(z,,) + C(z,,) + P(z,,).  (58)

As described in Kiehl et al. (1998) and Collins et al.
(2006), the first term

Uz, ) = Zm ~ Za\?

(Zm - s, >
in which s2, and s2 represent the spatial variances of the
simulated and analyzed height fields, is a measure of
the unconditional bias in the model and vanishes only if

the average heights in the model and analysis are equal.
The second term

s 2
C(z,) = (rma - —m) ;
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for NMSE.

in which r,,,, is the correlation between simulations and
observations, is a measure of the conditional bias in the
model. It vanishes if linear regressions of the analyzed
heights against the simulated heights yield slopes equal
to unity. The third term P(z,,) = 1 — r2,, is a measure
of the phase errors, and it vanishes if the model and
analysis fields are perfectly linearly correlated.

A scaled variance ratio (SVR) is also included as a
control statistic:

SVR(z,,) = (s,,/s,)’NMSE(z,,). (59)

It indicates whether the model variance is greater than
or less than that of the observed atmosphere.

The scores SVR and NMSE, and the related terms
U(z,,), C(z,,), and P(z,,) for CAM3 and CAM3D, are
calculated for the 200-hPa height field during January
of 1971-2000 in the Northern Hemisphere (30°-90°N).
The results plotted in Fig. 6 show that the simulated
climate in CAM3D has been clearly improved, primar-
ily through reduction of the unconditional error U(z,,,)
and then reduction of the NMSE, although CAM3D
has slightly higher conditional error C(z,,) than CAM3:
C(z,,) is equal to 0.00143 in CAM3D and 0.00122 in
CAM3. The correlation error P(z,,) in CAM3D is
slightly less than that in CAM3: it is 0.01923 in CAM3D
and 0.01980 in CAM3.

Concerning the SVR, the model variance in CAM3D
is also smaller than that in CAM3. The SVR is close to
the NMSE for both CAM3 and CAM3D, which indi-
cates that the NMSE is not artificially low due to damp-
ing of the model height field.

e. The simulation in the vicinity of the Tibetan Plateau

One of the main advantages of our modifications in
CAM3D, as shown in section 2, is to reduce the error of

the pressure gradient force and then improve the hori-
zontal circulation. Figure 7 shows the 1971-2000 aver-
aged DJF and JJA 500-hPa zonal wind difference be-
tween the CAM3 simulation and the ERA-40 reanaly-
ses and that between CAM3D and CAM3 simulations
in the vicinity of the Tibetan Plateau, which is one of
the major orographic obstacles for the atmospheric
general circulation. During DJF, there is a westerly bias
zone in the region of 30°-40°N, 70°-120°E with the
maximum of 6 ms~ ! in the main body of the Tibetan
Plateau and the central part of East China from CAM3,
a large area of easterly biases in the lower latitudes to
the south of 30°N, and two small areas of weak westerly
bias to the north of 40°N from CAM3. Some of those
500-hPa zonal wind errors in CAM3 are improved in
CAM3D. For example, the easterly difference between
CAM3D and CAM3 covers the northwestern part of
the Tibetan Plateau and the middle and eastern part of
the Tibetan Plateau that spreads to East China. It in-
dicates a decrease of the westerly bias in CAM3D in
contrast to the ERA-40 data. But the easterly error
over the southwestern part of the Tibetan Plateau in
CAM3D seems worse than that in CAM3 (Fig. 7b).
This may be attributed to the complex influence of the
winter Indian monsoon and the uncertainty of the
ERA-40 reanalysis data related to fewer observations
at the southwestern part of the Plateau (i.e., the Hima-
layas).

During JJA, as shown in Figs. 7c and 7d, easterly
biases of 500-hPa zonal wind in the eastern part of the
Tibetan Plateau in CAM3 compared to ERA-40 clima-
tology are slightly improved in CAM3D by a westerly
difference between CAM3D and CAM3 covering most
of the central and southern part of China. A zone of
westerly bias to the north of 40°N in CAM3 is also
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reduced in CAM3D by easterly differences between
CAM3D and CAM3. As during DJF, the 500-hPa wind
error in CAM3 over the southwestern part of the pla-
teau during JJA increases in CAM3D. These systematic
errors in both CAM3 and CAM3D are partly related to
the influence of the summer Indian monsoon and the
East Asian monsoon.

Taylor diagrams (Taylor 2001) provide a statistical
overview of the of fields in a given region of the model
in comparison with observations. The similarity be-
tween two patterns is quantified in terms of their cor-
relation and the amplitude of their variations (repre-
sented by their standard deviations). Figure 8 presents
Taylor diagrams for the distributions of 1971-2000 an-
nual-mean climatologies over the regions of 60°~120°E,
10°-50°N from CAM3D and CAM3 with correspond-
ing ERA-40 reanalyses. The correlation between the
model and the climatology is the cosine of the polar
angle. Points lying on the dashed arc crossing “OBS”
have the correct standard deviation. As shown in Fig. 8,

the geopotential height and temperature at 200 and 500
hPa, the zonal wind at 200 hPa, and the pressure at sea
level from CAM3D and CAM3 generally have good
agreement with observations: correlation coefficients
are generally higher than 0.90 and the standard devia-
tions in the range from 0.75 to 1.25 times the observed
values. However, the zonal wind and specific humidity
at 500 hPa from both the models have weak correla-
tions with observations (correlation coefficient lower
than 0.90) and have normalized standard deviations
higher than 1.5. Nevertheless, the simulation levels for
most variables in CAM3D, except for the zonal wind at
200 hPa and the pressure at sea level, in contrast to
those in CAM3, demonstrate a slight enhancement.

5. Summary and discussion

In this work, we developed a complete methodology
useful for spectral modeling of the atmospheric general
circulation. The main point of this methodology is to
introduce a stratified reference atmospheric tempera-
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ture profile and a reference surface pressure field. By
eliminating the reference state calculation from the
governing equation, we are able to reduce the trunca-
tion errors in the calculation of the pressure gradient
force (especially for steep topography), the tempera-
ture advection (caused by vertical discretization), and
the surface pressure. The choice of the reference atmo-
sphere is a crucial point in our approach. The reference
temperature profile is close to the U.S. midlatitude
standard atmosphere. The reference surface pressure is
a function of surface terrain geopotential and is close to
the observed surface pressure. When our methodology
is implemented in a GCM, we can improve the descrip-
tion of the vertical structure of temperature for uneven
vertical discretization and modify the calculation of
pressure gradient force from a subtraction of two large
terms to a sum of two small terms. We also decrease the
truncation error in calculating the surface pressure and

results from CAM3 and CAM3D, respectively; z:
, and PSL: pressure at sea level; numbers refer to the

the derivative of surface pressure with longitude and
latitude.

With a simple mathematical manipulation of the
original governing equations, we can demonstrate that
the prognostic variables of temperature and surface
pressure can be replaced by their respective perturba-
tions from the reference values. We can furthermore
deduce the corresponding prognostic equations for vor-
ticity, divergence, perturbation temperature, and per-
turbation surface pressure in hybrid n coordinates. We
developed also an explicit time difference scheme for
vorticity and a semi-implicit time difference scheme for
divergence, perturbation temperature, and perturba-
tion surface pressure.

To evaluate the performance of the new dynamic
framework and to compare it with the traditional dy-
namic framework used in atmospheric spectral model-
ing, we implemented this modified dynamic framework
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in CAM3 in place of the normal spectral Eulerian dy-
namical core. The modified Eulerian dynamical model
(CAM3D) and the original CAM3 are both used in
simulating climates from 1971 to 2000. The two models
are forced by the same underlying oceanic conditions
and results are compared to the ERA-40 reanalyses.
The results show a general improvement in the vertical
structure of the temperature, wind, and moisture during
DJF and JJA. Improvements were observed globally in
almost the entire tropospheric and lower stratospheric
temperature, the zonal wind between 70°S and 70°N,
and the specific humidity in tropics and subtropics.

The improvement in CAM3D was also quantified us-
ing a skill score for climate models suggested by Wil-
liamson (1995). It is the normalized mean square error
(NMSE) and is used for the 200-hPa height field during
January in the Northern Hemisphere between 30° and
90°N, following Collins et al. (2006) and Kiehl et al.
(1998). It can be separated into a sum of three nonneg-
ative terms: one represents a measure of the uncondi-
tional bias, the second a measure of the conditional
bias, and the third a measure of the phase errors. The
results show that the NMSE was decreased in CAM3D
with respect to CAM3, primarily in small unconditional
error. A scaled variance ratio (SVR) was also calcu-
lated and it revealed that the NMSE was not artificially
low due to damping of the model height field.

The effects of the modified dynamic framework on
the climate over the Tibetan Plateau and its surround-
ing area were also demonstrated positively for the
GCM. Synthetic evaluations using a Taylor diagram
prove that the new dynamics implemented in CAM3D
could produce improvements in the simulations of
zonal wind, temperature in the lower troposphere, and
sea level pressure. Remarkable improvement in the
500-hPa zonal wind occurs over the central, eastern,
and northern parts of the Tibetan Plateau.

As mentioned earlier, the choice of the reference
atmosphere is a crucial point of our methodology. The
reference atmosphere defined in this work is distinct
from that in previous similar works (e.g., Chen and
Simmons 1989; Zhang et al. 1990; Simmons and Chen
1991; Sheng et al. 1992) in that it introduces a reference
atmosphere into spectral models. It is worthwhile to
present a short discussion on their similarities and dif-
ferences. The standard stratification approximations in
Chen and Simmons (1989) and Simmons and Chen
(1991) are a function of pressure, posed by Zeng (1963)
as following:

_ c,C? _ ¢, Co\(p \¥
T(p) =L+ | Ty — = -] , (60
(P) R2 < 0 R2 Po ( )

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 65

_ c _ ¢,C} p \ ¥
e (- (2)

c,C2
_.Jl_Eln(:£1>’
R Po

where the parameter C3 is a constant, T, and p, are the
temperature and pressure at sea level, and 7(p) and
&(p) satisfy the hydrostatic balance equation. As
shown in Fig. 1b, such a reference atmosphere fits the
mean state of the atmosphere well at low levels, but not
the inversion characteristics of stratification at upper
levels. It is evident that there is an important difference
compared to that used in our work on the stratosphere
(Fig. 1a). Further sensitivity studies are underway to
investigate and quantify the role of the reference atmo-
sphere.

Zhang et al. (1990) extended the hydrostatic extrac-
tion scheme used in Chen and Simmons (1989), and
Sheng et al. (1992) introduced it into BMRC’s global
spectral model. In their work, the temperature and geo-
potential height of the reference atmosphere changes
with height and also with latitude as

(61)
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Similar to the definition of (60) and (61), C3(, p) is the
stratification parameter describing the reference atmo-
spheric state (calculated from the real climatology), and
To(¢) and p(¢) are the temperature and pressure at
sea level. However, the assumption in Sheng et al.
(1992) that the reference atmosphere does not satisfy
the hydrostatic balance equation as expressed in Eq. (6)
is not totally exact when used for o terrain-following
vertical coordinates because the parameter C3(u, p),
which represents stratification of the reference atmo-
sphere and changes with both height and latitude, in-
vokes an additional nonlinear term including aC3(p,
p)/dp in the left side of Eq. (6).

In the work of Simmons and Chen (1991), the im-
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provement in the spectral model for ECMWF opera-
tional medium-range prediction is tested, especially for
the southern hemispheric forecasts, which indicates a
small improvement over the Arctic. From this work, we
find that the use of the reference atmospheric hydro-
static extraction scheme in CAM3 is also useful in im-
proving climate simulations at regional and global
scales.

However, we note that the improvement of climate
performance reported throughout this paper is gener-
ally modest. This is also entirely expected as the physi-
cal parameterization, which is more responsible for the
climate behaviors of a model, remains unchanged. Fur-
thermore, the utilization of prescribed boundary condi-
tions (SST and sea ice) exerts also a strong constraint
on the model. Running the model with a fully coupled
ocean may provide a more suitable framework to evalu-
ate the performance of our methodology.

Finally, we are implementing the new dynamics into
the climate system model under development at the
Beijing Climate Center, China Meteorological Admin-
istration, which is intended for seasonal climate fore-
casting and future climate projections. Results will be
reported in future papers.
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APPENDIX

Derivation of the Time Differencing Forms for the
Prognostic Equations

Equations (16), (25), and (32) may be separately re-
written as

D
— = —RT,V’Inp — V’¢'

ot
+ remaining nonlinear terms (A1)
aT" R _w aT ap T’
T aE vy T M
& D D m op
+ remaining nonlinear terms (A2)
oll’ 1 [P0
- =—-— Ddp + remaining nonlinear terms.
ot Ds p(y)

(A3)
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Using expressions (7) and (9),

—RT!V?Inp — V?¢' = —RT V> Inp — V?o,

:—V‘<Rupsap >_V24)S
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—Rf Tdlnp+---. (Ad)
pn)

With the aid of Egs. (33), (34), and (A4), only the terms
related to D, T, and Il in Egs. (A1)-(A3) are explicitly
shown in the following expressions:
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(A6)

+---, and

Il 1 (PD

= +...
at Ds thp

(A7)

Now, expanding temperature and pressure about the
reference state:

T'=T(m)+ (T, (A8)
ps=pst(py), and (A9)
=p'(m+(p"). (A10)
In hybrid n coodinates, there is a relation:
= prval 22
dip”)" = (py)'d\ — |. (A11)
ap"

Using the relations of (8) and (A8), one obtains
VAT') = VT =V[T(p) + T'],

oT &
|:V2T(p) T

2 2,
W . VH+--}+V(T),

aT

- (A12)

appSVH+V(T)+
With the aid of (A8)-(A12), expanding Egs. (A5)-(A7)
about the reference state 7"(n), p%, and p"(n), and only
retaining explicitly the linear terms, one obtains



aD Top”
= o rr P
ot op!
P [ aT(p")ap”
—RVzﬂf [ (pr) prp§:|dlnp’
p’m L 0P 9P
p') >
+R (V2T dInp” + - - -, (A13)
p'(n)
T’ RT  aT(p"H | [r=
_:_[——r— (pr )]f Ddp”
at p ap p'(m)
ap" [r'® P
- — Ddp " — Ddp "
ap s p r(”flt) p r(”flt)
aT"  aT(p”
x SLELVI0N DR (A14)
ap” ap”
and
oIl 1 ('
—=—— Ddp” +---. (A15)
at Ps Jp'm)

If one defines GX, GY, and GZ to represent the lin-
earized terms in (A13)-(A15) respectively, the right
terms of the prognostic Egs. (16), (25), and (32) for
divergence, temperature, and surface pressure can be
separated into two parts, that is, nonlinear terms and
linear terms, as follows:

aD

T (X - GX)+ GX, (A16)

oT’

YE (Y — GY) + GY, (A17)
and

olIr’

YR (Z—-GZ)+ GZ, (A18)

where X, Y, and Z represent all of the right-hand terms
in Egs. (16), (25), and (32). Then, the nonlinear terms
(X — GX), (Y — GY), and (Z — GZ) are treated
explicitly using the value at the nth time step, and the
linear terms GX, GY, and GZ are treated implicitly by
averaging the revious and next time steps. So, the semi-
implicit forms of the time differencing of (A16)-(A18)
may be written as

Dn+1 _ Dn*l
2At

[GX”“ +GX"!
"+

rar_ ol

(A19)

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 65
(Tr)n+1 _ (Tr)n—l B Yn Gyn+1 + Gyn—l GYn
2A1 B 2 -
(A20)
and
(H/)n+1 _ (H/)nfl _ GZn+1 + GZn71 Gz
2A1 o 2 '
(A21)

Expanding these and using the following relation,

Hn71+ Hn+1
Vz[( ) 2( ) _(H)n]
nn—1 nn+1
:VZ[(H) ;(H) —(H’)"], (A22)

we may obtain the expressions (37)—(39) of the time
integrations for the divergence, temperature, and sur-
face pressure.
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